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Abstract: This paper introduces a novel bio-mimetic approach for distributed control of robotic swarms, inspired by the
collective behaviors of swarms in nature such as schools of fish and flocks of birds. The agents are assumed to have lim-
ited sensory perception, lack memory, be identical, anonymous, and operate without inter-agent explicit communication.
Despite these limitations, we demonstrate that collaborative exploration and task allocation can be executed by applying
simple local rules of interactions between the agents. A comprehensive model comprised of agent, formation, and swarm
layers is proposed in this paper, where each layer performs a specific function in shaping the swarm’s collective behavior,
thereby contributing to the emergence of the anticipated behaviors. We consider four principles combined in the design
of the distributed control process: Cohesiveness, Flexibility, Attraction-Repulsion, and Peristaltic Motion. We design the
control algorithms as reactive behaviour that enables the swarm to maintain connectivity, adapt to dynamic environments,
spread out and cover a region with a size determined by the number of agents, and respond to various local task require-
ments. We explore some simple broadcast control-based steering methods, that result in inducing “anonymous ad-hoc
leaders” among the agents, capable of guiding the swarm towards yet unexplored regions with further tasks. Our analysis
is complemented by simulations, validating the efficacy of our algorithms. The experiments with various scenarios show-
case the swarm’s capability to self-organize and perform tasks effectively under the proposed framework. The possible
implementations include domains that necessitate emergent coordination and control in multi-agent systems, without the
need for advanced individual abilities or direct communication.

Keywords: Bio-inspired agents, autonomous swarm, swarm robotics, distributed and decentralised control, task alloca-
tion, multi-agent systems, swarm steering.

1. INTRODUCTION

One of nature’s most captivating phenomena is the
swarming behaviour [1]. A swarm refers to a large group
of individual entities or agents that operate together in
a cohesive and coordinated manner, carrying out activi-
ties such as aggregating and patrolling a region, forag-
ing, and migration. These can be observed in flocks of
birds, schools of fish, herds of bisons, and bee, termite,
and ant colonies, among other species. Swarming behav-
ior is driven by common objectives among group mem-
bers, such as improving survivability by the “confusion
effect” [2] and by the “oddity effect” [3, 4], as illustrated
in Fig. 1, reproduction effectiveness, energy conservation
[5], searching or hunting for food [6], etc.

Swarming behaviours offer many advantages, such as
leaderless self-organization, autonomously emarging col-
laborative activities and adaptability to changes in the
environment, executed in a decentralized manner, where
each individual making its own decisions based on local
information.

1.1. Overview
Throughout human history, inquisitive minds have

sought to comprehend the social behavior of animals.
This pursuit, driven by inherent curiosity and potential

† Yigal Koifman is the presenter of this paper.

applications, prompted interest in the collective behav-
iors of swarms and herds of animals [7, 8].

A prime example of such social behavior can be ob-
served in an ant colony [9]. Ants operate with limited
sensory range and lack global view of the swarm and
of the environment. Nevertheless, ants collaborate effi-

Fig. 1: A school of fish: the school formation changes
to increase survivability, yet keeps cohesiveness, in re-
sponse to the predator’s presence. Photograph by the first
author, taken in the Maldives in 2022.



ciently, following paths agreed upon by the colony, even
though the paths may not necessarily be globally optimal.
Numerous research papers have been published on the
subject of collective behavior in nature, several of which
are referenced in this study [10-12].

In an earlier study, Amir et al. [13] demonstrate that
simple agents following local behavioural rules can po-
sition themselves according to task requirements when
placed in a bounded area, satisfying task demands. These
rules, which allow agents to overcome their limited sen-
sory range, are based on the assumptions that they are
confined in closed areas, and that the swarm comprises
significantly more agents than necessary to fulfill the
overall requirements, consequently the swarm dispersion
is prevented.

1.2. The Research Goal

At the core of our current research lies the trade-off
between limited sensory range and efficient emergent col-
laboration. The difficulties faced when trying to imitate
the emergence of complex self-organizing behaviors stem
mostly from the swarm size and the complexity of the
mutual interactions among the swarm’s members and the
environment. It is particularly hard to control and pre-
dict the emerging self-organizing behavior in large-scale
swarms.

The outcome of our work is a set of individual, lo-
calized autonomous behavioral rules that promote large-
scale swarms to act in collaborative behaviour while be-
ing steered toward a desired area and to meet tasks re-
quirements in a desired area, without having to control
each agent individually.

Our approach proposes a multi-layer model of be-
haviour for multi-agent systems of autonomous agents,
based on certain basic assumptions about their character-
istics.

1.3. Assumptions and Notation

The model is based on the paradigms that agents are
identical and indistinguishable, lack explicit communi-
cation capabilities, do not share a common geometric
frame of reference, are oblivious, and have limited sen-
sory range. These limitations exemplify our aim to cre-
ate a model that mimics the actions of simple organisms.
The agents are assumed to operate in the plane R2 that
contains K target tasks which are a priori unknown to
the agents, denoted as T ≜ {(ti)}i=1,2,3,...,K and repre-
sented as markers. Each task induces a spatial demand
function di(x, y) that signifies the needed sensory cover-
age at a given location (x, y) within the plane.

We denote agents as A ≜ {(ai)}i=1,2,3,...,N , their
positions at time t as P⃗ (t) ≜ {p⃗i(t)}i=1,2,3,...,N where
p⃗i(t) ≜ {(xi, yi)

T }i=1,2,3,...,N , and the tasks’ positions
as C⃗ ≜ {c⃗k}k=1,2,3,...,K , where c⃗k ≜ (xk, yk)

T . Hence
the Euclidean distance between agents ai and aj is ∥
p⃗i − p⃗j ∥ and the Euclidean distance between agent ai
and task tk is ∥ p⃗i − c⃗k ∥.

2. A MULTI-LAYERED APPROACH FOR
TASK ALLOCATION

We present a multi-layered behavior approach for
emergent task allocation, as illustrated in Fig. 2. It com-
prises three behavior layers: an agent behavior layer, a
swarm formation behavior layer, and a global swarm be-
havior layer. The agent layer comprises rules that derive
from local sensing and individual maneuvering. The for-
mation layer is composed of rules based on the agent in-
teractions that impact the swarm constellation, hence in-
fluencing the swarm as a cohesive system. Lastly, the
global swarm behavior layer defines the autonomously
emerging behaviors of exploration, motion, and task al-
location.

Fig. 2: Description of the swarm multi-layered behavior
that emerges from the local dynamics rules

With this model in mind, we next present the local
rules of motion:

2.1. Local Motion Rules
To achieve natural behavior that mimics nature, we

suggest several distributed motion rules that influence the
mutual dynamics of agents. In the sequel, we elaborate
on these rules, and demonstrate how their combination
yields the desired behavior of the swarm:
• Swarm Cohesiveness (Sec 2.1.1): A fundamental re-
quirement is that the swarm stays cohesive, that is, to
persist as a connected entity and prevent fractioning into
multiple swarms.
• Swarm Flexibility (Sec 2.1.2): Swarms should be
adaptable while also maintain connections among agents
that uphold the swarm cohesiveness. This requires that
enough pairs of agents maintain a mutual distance no
greater than their visibility range so that the “visibility”
graph of the swarm remains connected.
• Attraction-Repulsion Interaction (Sec 2.1.3): This
rule compels agents to targets, and propels agents to dis-
tance themselves to be able to expand the coverage area
of the swarm.
• Peristaltic Mechanism (Sec 2.1.4): This mechanism
provides random steps made to enable enhanced mobility,
reducing the rigidity of the constellation. This also helps
enhance the swarm’s exploration capabilities.
• Swarm Steering (Sec 3): This feature enables an ex-
ternal observer or certain sub-groups of agents to control
the global motion of the swarm. Here we proceed on the
basis of two possible assumptions. First, we consider an
external observer, who can detect the swarm’s and tasks’



position and aim to steer the swarm toward the task zone
by broadcasting a control direction to the entire swarm.
This control signal is detected with some probability by
the agent. The agent that detect the signal becomes ad-
hoc anonymous leader. Alternatively, one may assume
that some agents, can acquire information about the tasks
relative location to their current location, and direct other
agents to move toward the task area, as anonymous lead-
ers themselves.

By consolidating all of the aforementioned parame-
ters, an enhanced and more comprehensive exploration
capabilities are achieved. Let us elaborate on these local
motion rules:

2.1.1. Swarm Cohesiveness
The necessity of swarm dispersal which enables the

agents to spread and explore is clear. However, disper-
sal may lead to undesired swarm separation, resulting in
multiple distinct sub-swarms. This section discusses al-
gorithms proposed by Barel et. al. [14] on variety of
gathering algorithms. These algorithms by their nature
prevent swarm separation.

Ando et al. [15] showed that a pair of mutually visible
agents ai, aj with a visibility range Va will keep their vis-
ibility intact as long as they both move within a common
symmetrical consensus area. This area is a circumscribed
disk dij , with a radius 1

2Va, centered at the agent’s mid-
point location mij . If they move according to this con-
straint their distance never exceeds Va, and agents pre-
serve mutual visibility. That yields the following:

∥ p⃗i(t)−p⃗j(t) ∥≤ Va ⇒∥ p⃗i(t+1)−p⃗j(t+1) ∥≤ Va (1)

Manor et al. [16] defined this common area as “Allow-
able Region” (AR) where connectivity is preserved:

ARij ≜ dij = dji ≜ ARji

To keep on agent’s connectivity to several chosen neigh-
bors Ni, the allowable region, denoted ARi, is the inter-
section of the AR with those neighbors, as illustrated in
by Fig. 3

ARi =
⋂

j∈Ni

ARij (2)

2.1.2. Swarm Flexibility
This section delves into two strategies for maintain-

ing cohesion and their impact on swarm formation: the
“Never Lose a Neighbor” approach and a more flexible
algorithm referred to as “Flexible Swarms”, which has
been integrated into our model.

Never Lose a Neighbor: A familiar approach for
keeping swarm cohesiveness is to apply the policy of
“never lose a neighbor”, where agents that once sensed
each other preserve their visibility relationship forever.
Let us define Ni as a set of agents that are neighbors of
agent ai, i.e agents that are no more than Va from ai:

j ∈ Ni ⇔∥ pi − pj ∥≤ Va

∀i and ∆t ≥ 0 : j ∈ Ni(t) ⇒ j ∈ Ni(t+∆t)
(3)

(a): Two agents,
ai, aj having visibil-
ity range Va, located
within dij disk with
a radius 1

2Va, cen-
tered in their mid-
point mij .

(b): The agent’s ai allow-
able region is the intersec-
tion of its allowable regions
ARik, ARij , and is depicted
by the dotted area ARi.

Fig. 3: ARi Description of Allowable Region [16].

This policy is quite conservative and imposes significant
constraints on the agents’ mobility, reducing the sensorial
coverage area of the swarm during exploration.

Flexible Swarms: To relax the “Never Lose a Neigh-
bor” policy we incorporated the “Flexible Swarms” algo-
rithm by Manor et al. [16], into the formation layer. This
algorithm ensures that the swarm is kept connected, but
not necessarily fully interconnected, by allowing some
of the connections in the visibility graph to be trimmed,
without endangering the graph’s connectivity1.

This algorithm is based on Toussaint’s work on Rela-
tive Neighborhood Graphs (RNG) [17] which reduces the
graph’s number of edges while maintaining connectivity.

The algorithm output is a set of certain neighbors,
noted as “Effective Neighbors”, within the agent’s local
environment, and with whom the agent needs to keep
connectivity thus ensuring that the swarm stays con-
nected.

Let us denote the set of effective neighbors with whom
agent ai must keep connection, as Ne

i .

∀j ∈ Ni : j ∈ Ne
i ⇐⇒ ∄k :


∥pi − pk∥ < ∥pi − pj∥
&

∥pj − pk∥ < ∥pi − pj∥
(4)

2.1.3. Attraction-Repulsion Interaction
This algorithm motivates agents to spread out, seek,

and manage tasks over the plane as a result of embed-
ded repulsion forces. Swarm scattering is essential for
exploration. This feature is achieved by an agent’s be-
havior (found in the agent layer) when it interacts with
its neighbors. An example of similar behaviour can be

1Graphs are often used to describe interactions, such as visibility be-
tween agents in multi-agent systems. Graphs are commonly labeled as
G(V,E), as V = {ν1, ν2, ..., νn} is the set of vertices representing the
agents, and E ⊆ V × V is the set of edges representing mutual visibil-
ity between agents. The neighborhood set of a vertex vi is the set of
vertices connected to it, i.e. Ni ≜ {νj ∈ V | {νi, νj} ∈ E}.



found in [18]. Such distributed and decentralized task al-
location interaction functions are described in [13] where
exploration is derived from inter-agent repulsion and task
attraction influence functions. The local dynamics rule
based on the influence functions is:

p⃗i(t+1)= p⃗i(t)− δ
v⃗i

∥v⃗i∥

v⃗i =

N∑
j=1

Fr(∥p⃗i-p⃗j∥)−−→pipj −
K∑

k=1

Fa(∥p⃗i -⃗ck∥)−−→pick

(5)

where δ represents the maximal step size of the agents
and Fr,Fa are the repulsion and attraction functions re-
spectively. Although [13] presents a well-simulated dis-
tributes task allocation behaviour, a constraint of this
system is that it requires the agents to operate within a
bounded area and the swarm to have a number of agents
proportional to that area. In this paper we overcome these
limitations and avoid them.

2.1.4. Peristaltic Mechanism
As the swarm spreads, the repulsion interactions be-

tween agents motivate the agents to move away from each
other within their AR. Over time, as the agents drift away
one from another, they reach positions where they can
move only along the perimeter of their respective AR, as
illustrated in Fig. 4. As a result, the swarm’s maneuver-
ing capability deteriorates, potentially leading to fixation
or very limited movements.

Fig. 4: Two agents ai, aj repel each other when they
are mutually visible. The left image depicts the agents’
movement direction within ARi,j as a result of this repul-
sion. The right image illustrates the agents’ locations af-
ter some time, where they are positioned on the boundary
of their AR and can maneuver only on the circumference
of their AR.

A physiological process called the Peristalsis inspired
us to incorporate a bio-mimic algorithm that operates in a
similar manner. The physiological process involves alter-
nating contractions and relaxations of the smooth mus-
cles creating a wave-like motion that enables forward
movement. An example of peristalsis can be observed in
worm movement [19] as illustrated in Fig.5, where cre-
ating relaxation at the rear part of the body enabling the
front part to move forward and vice versa.

Our algorithm similarly enables some relaxation of
the influence of the repulsion interactions. We imple-
ment peristaltic movement by adding a small random step
within AR as illustrated in Fig.6. This stochastic behav-
ior is also beneficial in preventing deadlocks and over-

(a):
Worm

(b):
Caterpillar

(c):
Snake

Fig. 5: Bio-mimic of locomotion techniques of limbless
animals: worm, caterpillar and snake (source: [19]).

coming local minima, where the interaction influences
zero out and movement motivation is formed.

Fig. 6: Adding random step to imitate the peristaltic ef-
fect. The random steps are allowed within the agents’
AR.

2.2. The Motion Rules
By integrating these algorithms, we introduce local

motion rule that ensures swarm connectivity even in an
infinite plane, without any preset boundaries. This en-
hancement is necessary to better mimic the behavior of
animal swarms in the wild, where often the area’s bound-
aries are not predetermined externally.

Our multi-layered swarm behavior model yields the
following sequence of individual local motion rules:

Algorithms 1: Local motion Rule

1. For each agent ai at time t do
2. Find effective neighbors Ne

i according to Eq. (4)
3. Calculate ARi with Ne

i , according to Eq. 2
4. Calculate p⃗i(t+ 1) by Eq. (6) and Eq. (7)
5. End

where,

p⃗iproposed(t) = p⃗i(t)− δ
v⃗i

∥v⃗i∥
v⃗i = V⃗irepulsion

+ V⃗iattraction

V⃗irepulsion
=

N∑
j=1

Fr(∥p⃗i − p⃗j∥)−−→pipj

V⃗iattraction
= −

K∑
k=1

Fa(∥p⃗i − c⃗k∥)−−→pick

(6)



Given that the agent needs to be confined and to ma-
neuver exclusively within ARi, if, at any time, the agent’s
forthcoming position p⃗proposed extends beyond its ARi

the agent’s next position is the projected p⃗proposed on its
ARi boundary according to

−−−−−−−−−→
pi(t)pproposed.

p⃗i(t+1) =


P⃗iproposed + r⃗ if P⃗proposed ∈ ARi

−−−−−−−−−→
pi(t)piproposed ∩ perimeter(ARi) + r⃗ o.w.

(7)

where δ is the agent’s step size in each time step and r⃗ is
the peristaltic step within ARi.

3. BROADCAST CONTROL OF THE
SWARM

As the swarm seeks for tasks in its environment, these
tasks might be positioned at a considerable distance, ex-
tending past its current sensory field. This situation may
occur as well after fulfilling the tasks’ requirements (i.e.
assuming the tasks disappeared) and continue exploring
for new ones. While a random walk might eventually al-
low the swarm to detect these tasks, directing the swarm
toward the desired goal area would be more efficient.

Steering and controlling a swarm of agents through
centralized control poses a significant challenge. Syn-
chronizing with each agent via communication requires
real-time wide-band and long-range communication and
central computing resources that are not scalable, insuffi-
ciently robust, and may be exposed to a single point of
failure. It is generally agreed upon that most animals
in the wild operate with decentralized independence, and
not under any central control.

An alternative approach is a distributed and decentral-
ized steering control, where agents with limited sensory
range operate autonomously and may be guided by an
external observer as introduced by Barel et al. [20]: An
external observer guides a swarm of identical and indis-
tinguishable agents, despite the agents lacking informa-
tion on global location and orientation. This is achieved
through simple broadcast signals, based on the observed
swarm average location, limiting the need for sending
specific information to individual agents.

In this paper, we present a guiding concept we call
“Anonymous Leaders”. This concept is inspired by the
biological behavior of shoals, as described by Reebs [21],
which shows that the foraging movements of a shoal de-
rive from the leadership of a few knowledgeable individu-
als, eliciting following behavior rather than the collective
will of the shoal mates.

The concept of “Anonymous Leaders” defines a sub-
group of agents that are informed about the direction of
tasks located beyond their sensory capabilities. These
agents are attracted to the remote tasks while keeping co-
hesion with other swarm members. The agents gain their
information either by enhanced sensory capabilities or
guidance signals received from an external observer as in

[20]. By this, we relax our initial paradigms by letting all
agents have the ability to receive only broadcast signals
with no explicit inter-agent communication. The leaders
are anonymous, interacting with the adjacent agents in-
distinguishably. The leaders obey the local motion rules
described in section (2.2) while taking into consideration
the attraction influence of the goal area in Eq.(6) as shown
in Eq.(8).

p⃗iproposed(t) = p⃗i(t)− δ
v⃗i

∥v⃗i∥
v⃗i = V⃗iattraction

V⃗iattraction = −F (∥p⃗i − p⃗goal area∥)−−−−−−→pipgoal area

(8)

As these leaders aim to step toward the goal area, the
rest of the swarm, as a result of cohesion conservation,
follows.

4. PARAMETERIZATION AND
SIMULATIONS

By simulation, we conducted tests and analyses on var-
ious swarm configurations, each exhibiting distinct be-
haviors. These configurations were achieved by modify-
ing the following input key parameters:
• Swarm size: This parameter determines the number of
agents constituting the swarm.
• Tasks constellation and requirements: These parame-
ters establish the positions of tasks and their respective
demands. This information is initially unknown to the
agents and needs to be explored.
• Flexibility policy (Sec 2.1.2): This binary parameter
determines the swarm’s neighbor connectivity policy, of-
fering the choice between “Never Lose a Neighbor” or
the “Flexible Swarm” policy for each run.
• Inter-agent interaction (Sec 2.1.3): This binary param-
eter defines whether the repulsion interaction function be-
tween agents is activated upon mutual visibility or not.
• Magnitude of the Peristaltic Mechanism (Sec 2.1.4) -
This parameter sets the random step size.
• Tasks area positioning for guidance (Sec 3): This pa-
rameter dictates the location of the tasks, which is solely
known to the observer, if exists, responsible for guiding
the swarm.

The simulation’s output key parameters are:
• Swarm position and swarm exploration capability:
These parameters are calculated and represented by the
center of the swarm’s bounding circle and the radius of
the bounding circle itself.
• Distance to task area: This output parameter is based
on the distance between the swarm position and the des-
ignated task.
• Target satisfaction: This output parameter describes
how many tasks are currently fulfilled.

5. RESULTS AND DISCUSSION
In this section, we examine and demonstrate the con-

tribution of each of the algorithms to the swarm’s be-
haviour as well as point out key-parameters tradeoffs.



5.1. Swarm exploration and flexibility
In this scenario, we examined the impact of the swarm

flexibility policy on its exploration capability. We con-
ducted simulation runs of a swarm operating under two
distinct behaviors: “Never Lose a Neighbor” and “Flex-
ible Swarms” (Sec 2.1.2), as depicted in Fig. 7. The
graph illustrates that the swarm’s bounding radius is nat-
urally confined to the visibility range under the “Never
Lose a Neighbor” policy. Conversely, under the “Flexible
Swarm” policy, this radius extends much farther, signif-
icantly enhancing the swarm’s neighborhood exploration
capabilities.

Fig. 7: The influence of flexibility on the swarm size over
time (from left to right). The figure shows two rows of
images: the top row displays swarm exploration under the
”Never Lose a Friend” algorithm, while the bottom row
illustrates exploration under the ”Flexible Swarms” algo-
rithm. The comparative bounding radius graph illustrates
the difference between the two algorithms throughout the
entire scenario.

5.2. Swarm exploration and inter-agent interactions
In this scenario, we examined the influence of inter-

agent interaction (Sec 2.1.3) on the swarm exploration ca-
pabilities, assuming that attraction-repulsion interaction
facilitates better environment exploration by the swarm.
The results are depicted in Fig. 8 describing simulation
runs of a swarm with and without inter-agent repulsion
function.

It’s noteworthy that the repulsion interaction behav-
ior initially induces enhanced expansion. However, over
time, this effect diminishes. The graph that depicts the
bounding radius of the scenario without inter-agent re-
pulsion interaction, is considerably noisier, the bounding

radius can shrink and potentially hinder exploration ca-
pability.

Fig. 8: The influence of interaction on the swarm’s behav-
ior over time (from left to right). It consists of two rows of
images for different interactions and a comparative graph
between them. The top row depicts the area explored by
the swarm without any repulsion interaction rule, while
the bottom row depicts the exploration area under the in-
fluence of repulsion interaction. Additionally, the graph
illustrates the evolution of the swarm’s bounding radius
over time for each behavior.

5.3. Peristaltic Mechanism
In this section, we demonstrate the influence of the

peristaltic mechanism on the maneuverability capabilities
of the swarm, and how this affects the swarm’s velocity
under broadcast control. To generate motion, we con-
ducted scenarios where the position of the task area is
known to a specific agent, thus motivating it to move to-
ward it. Due to the swarm’s cohesiveness, the swarm gen-
erates a trial toward the goal area without explicit inter-
agent communication.

We tested the influence of different peristaltic step
sizes on the swarm’s velocity, as depicted in Fig. 9 , il-
lustrating 3 scenario results with different step-sizes (0.1,
0.5, 1.0). A red “plus” sign, at the left-bottom, represents
the center of the swarm’s bounding circle, while a dia-
mond at the top-right area represents the task region. In
the scenario run with step size 1.0 the swarm reached the
task area, while it was far in the 0.5 step-size scenario and
even farther in the 0.1 step-size. The graph illustrates a
direct correlation between the peristaltic step size and the
velocity of trail generation, however, opting for a random
step size that is too large can impact velocity, as a random



walk may cause agents to deviate from their intended di-
rection towards the task area.

Fig. 9: The influence of the peristaltic mechanism on the
swarm’s maneuverability. It consists of three rows of sce-
nario results under different peristaltic steps-sizes (top to
bottom: 0.1, 0.5, 1.5) over time, progressing from left
to right. The swarm’s location is represented by a red
“plus” sign, while the center of a task area is represented
by a red diamond at the top-right side. The comparative
graph depicts the swarm’s distance to the task area under
the peristaltic step-size.

5.4. Steering
To guide the swarm towards the task area, the con-

troller broadcasts signals containing information indicat-
ing the task area’s direction relative to the swarm’s lo-
cation. However, this form of communication does not
guarantee delivery, and there is a probability that agents
fail to receive the signals. As a result, the agents may per-
form a random walk rather than heading to the task area.
Therefore, it is crucial to examine the effect of various re-
ception probabilities on the swarm’s mobility, especially
in the case of large-scale swarms where the number of
agents that don’t receive the signal isn’t negligible.

Having said that, in this section, we introduce a new
key parameter: signal-reception probability. This param-
eter represents the agent’s probability of receiving the
transmitted signal at each time step.

The results of nine scenario executions are depicted
in Fig 10. The scenarios consist of 3 differently-sized
guided swarms (with 50, 120, and 200 agents), with var-
ious reception probabilities (20%, 50%, and 80%. The
top two rows (samples of 120 and 200 agents) taken at
Timestep = 100 provide a course indication that mo-
tion toward the tasks is primarily influenced by the recep-
tion probability. The comparative graph of the swarms
further emphasizes this phenomenon, illustrating that the
swarm’s velocity is proportional to the agent’s recep-
tion probability. This implies that the ratio between the
anonymous leaders to the swarm’s size has a critical in-
fluence.

Fig. 10: The influence of various reception probabili-
ties and swarm sizes on the swarm mobility towards the
task area. The figure shows two rows of images taken at
time=100. The top row, from left to right, displays 120
agents’ positions with a reception probability of 20%,
50%, and 80%. The bottom row from, left to right, dis-
plays 200 agents with a reception probability of 20%,
50%, and 80% from right to left. The comparative graph
depicts distance to task area of 50, 120, 200 agents with
reception probability of 20%, 50%, and 80%.

6. CONCLUSION
This paper introduces a bio-mimetic model for a dis-

tributed control of swarms, inspired by observations of
natural swarm behaviour. The model consists of three
distinct layers: agent, formation, and global swarm, be-
haviour promoting cohesiveness, exploration, task allo-
cation, and maneuverability.

Consistent with the paradigms mentioned earlier, the
algorithms enable a limited sensory swarm to scan and



locate tasks, while maintaining connectivity. Notebly, all
these operations occur through distributed control, with-
out explicit inter-agent coordination.

We also introduced a steering model with an observer
that broadcasts guiding signals, creating “Anonymous
Leaders” that motivate a collective movement of a swarm
toward the task area without centralized control and di-
rect inter-agent communication. We examined the influ-
ence of reception probability on the swarm movement,
highlighting its importance while presenting the agnostic
nature of the swarm to its size.

Our hypotheses were simulated and tested across var-
ious scenarios. The outcome results highlight the sig-
nificance of the key parameters and their influence on
swarm behavior. This research contributes to swarm con-
trol applications and improves autonomous behaviour, es-
pecially in challenging conditions and terrains such as
those encountered in search and rescue missions. Fu-
ture research directions in this field could focus on coping
with objects or obstacles located in the environment that
impede agents from reaching their tasks.
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